The Future of Privacy Lies in Forgetting the Past
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What is the future of privacy? The easy and widespread response, that ‘privacy is dead’\(^1\), is as overdone as it is unhelpful. The statement, of course, is no more true now than it would have been when Warren and Brandeis, in 1890, raised concerns about the impact of photography and the newspaper enterprise on privacy, remarking that these had ‘invaded the sacred precincts of private and domestic life’\(^2\). Despite their very real and well-articulated concerns, we still have photography, we still have newspapers, and we still have privacy.

Warren and Brandeis did not embark on the project of ‘rolling back’ technology to return privacy to an earlier and possibly preferable state. Instead, they focused on protecting privacy, and particularly the instrumental value of privacy, in the context of technological and social changes. Today, we are faced with an explosion of new technologies and new information practices that raise unfamiliar privacy issues and heighten old privacy concerns. It is undeniable that these changes will influence the future of privacy – and it is equally undeniable that the nature of our future privacy will be determined by our collective response. What I would like to do here is to focus on three issues that I think are of particular, and indeed increasing, relevance to privacy – and to highlight a social, legal, and policy response that is perhaps best positioned to redress the negative privacy consequences that could arise.

The first, and perhaps most prominent, seismic change in the privacy landscape is the fundamental alteration of the nature and amount of personal information being produced, collected, and stored online. The most obvious source is social media profiles, which offer a continuing and accumulating record of lives lived: important dates, relationships, events, arguments, opinions, purchases, preferences, and plans are recorded in the form of images, messages, links, likes, and comments. We actively provide information when we sign up for, or log in to, various online services. Less obvious are the times when information is captured, rather than offered. Changing technologies have breathed new life into the notion of *lifelogging*, or the indiscriminate capture of life events and information\(^3\) in visual, auditory, and textual digital records – these records, ostensibly recording the life of the *logger*, also an not incidentally capture the
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activities of others interacting with, or in the vicinity of, the person for whom the record is created. And then there is the veritable tsunami of transactional data that is created as a result of our everyday online actions and interactions: searches completed, links visited, advertisements clicked on, files downloaded… all linked to a specific actor, tagged, tracked, and archived for future reference.

The second issue is the integration of these data. The personal information that is collected and stored online is shared and integrated through a variety of mechanisms. Again, most obvious are the social media practices wherein information shared in a social media profile becomes part of a more social public record as part of an unspoken but widely understood social contract regarding the ‘publicness’ of online social spaces.4 Third-party authentication, especially the use of social network logins to access third-party applications, provides a technical and policy infrastructure that enables the sharing of social media information across platforms, and the integration of information collected through different applications and on different devices. Third-party advertisers collate information about user activities on multiple sites. Terms of service and privacy policies disclose the often extensive data sharing and indeed data selling practices of online service providers. These data sharing and integration practices have the potential to knit together individually trivial bits of personal information into a meaningful and very detailed whole that, taken together, reveals a great deal about an individual,5 and supports the inference of even more6.

Finally, we have the permanence of the digital record. There is, as Mayer-Shönberger pointed out in his book Delete,7 no natural ‘forgetting’ mechanism in digital memory. Our ability to store the data we collect is only increasing – new technologies are emerging that allow terabytes of data to be stored in a single cubic centimetre.8 What this means is that data can be collected, and retained, ‘just in case’. It also means that every one of us carries an accumulating online record of the minutiae of our everyday lives – a ‘digital double’ that reflects the totality of our online (and increasingly integrated offline) existence.

Together, these three conditions – the range of information being collected, the integration of information across multiple sources, and the permanence of the digital record – undergird the need for the ‘right to be forgotten’. The digital record that follows each of us in our (online) lives threatens freedom, autonomy, and even identity9, limiting our capacity to define ourselves and live the lives we choose to live. The information
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that is collected and remembered about each one of us is used to shape and even constrain the information we access, the advertisements we see, and even the prices that we pay. Patterns of past behaviour can be used to predict future actions; revealed personal information can be leveraged to identify other, unrevealed, aspects of the self. Protection against these data-driven incursions into our private lives requires that we maintain some control over what is known – and remembered – about us. We require, in other words, a right to be forgotten.

The ‘right to be forgotten’ presents practical difficulties with respect to development and enforcement, especially across international boundaries. In defining and implementing such a right, we can and will struggle with what it means to be forgotten, with how we would (and will) enforce a right to be forgotten, and with respect to what information (and under what circumstances) forgetting can be enforced. I would argue, however, that these struggles are not evidence of fatal flaws in the concept of the ‘right to be forgotten’; instead, I see these struggles as integral to the future of privacy, which is fundamentally threatened by the lack of forgetting that we now face.

Warren and Brandeis began their famous article, and their work of refining the legal protections for privacy, with this statement:

That the individual shall have full protection in person and in property is a principle as old as the common law; but it has been found necessary from time to time to define anew the exact nature and extent of such protection.

I will close this foreword with the same, noting that we find ourselves in one of those critical times to which Warren and Brandeis refer, faced with the task of ‘defining anew’ the nature and extent of privacy protection – and particularly the nature and extent of the right to be forgotten – in light of technological and social changes that demand our attention.
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